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A�xes as roots?

Let’s read together Lowenstamm’s (2014) first two paragraphs (example ordering does

not follow Lowenstamm’s):

This chapter is devoted to the elucidation of a puzzle: under current assumptions,

Distributed Morphology (henceforth DM) stalls when confronted with a great classic

of English grammar, possibly the most central fact around which the theory of SPE

was built, Stress Shift. English Stress Shift, documented [below], is the phenomenon

whereby stress can be seen to move progressively rightward as a�xes are added to a

base.

(88) átom, atómic, atoḿıcity

I claim that two assumptions, both unnecessary, indeed foreign to DM, are responsible

for the apparent inability of DM to handle Stress Shift. When those assumptions are

discarded and DM is left to draw on the resources of its own conceptual toolbox, not

only can it handle Stress Shift; it can actually do a better job of it than previous

theories. The two assumptions to be done away with appear in (2).

(89) a. “derivational” a�xes are categorial exponents

b. domains of Phasal Spell-out are the same thing as the cycles of SPE
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The reader understands, immediately, what the problems are
in DM-based theories.

Also, Lowenstamm’s explicit claim is that derivational a�xes
must not be analyzed as categorial exponents.

(90) Two di↵erent analytical paths:

(4) aP

a √FAT

In the scheme in (4), the presence of a is the necessary and sufficient condition for
string <fat> to be the exponent of an adjective. This has the potential to completely
reverse the perspective on say, a sample such as (5).

(5) foppish, sexy, courageous, Obama-esque, atomic, brutal, golden, fat

In most accounts, fat would be viewed as the odd man out because it is unsuffixed
(or ø suffixed). By contrast, from the point of view of a √&c theory, fat must be
viewed as the archetypal adjective as its makeup involves nothing but what such
theories explicitly define as the necessary and sufficient ingredients of adjectivalness.
In the rest of this chapter, I will pursue the hypothesis that categories have no
exponents. Thus, the view I will put forth differs as follows from the classic take
represented in (6a) where <ic> is the spell-out of a: while I endorse the view that
atomic owes its adjectivalness to a, I reject the view that <ic> signals a. Rather, I will
claim that <ic> is itself a root, viz. √IC.5 This alternative is represented in (6b).

(6) b. aP

a √P

√IC √ATOM

a. aP

a √ATOM

<ic>

Saying that nothing commits √&c theories to the view that affixes signal categories
hardly entails that affixes make no contribution of their own. For instance, there is a
clear difference in meaning between adjectives such as siltic and siltous whereby the
presence of silt in a geological layer will be seen as more fundamentally characteristic
of that layer if the layer is said to be siltic than siltous.6 But how much of that
contribution is bound to the adjectivalness of siltic or siltous? Not much, evidently.
Consider the ingredients involved: a, <ic> and <ous>, and √SILT. If the intuition
that <ic> and <ous> behave as operators of restriction on √SILT is correct, then the
scope relations of the relevant ingredients are as in (7a), not as in (7b).

5 For implementations of this idea, see Arbaoui (2010), Lampitelli (2011), Faust (2012), Fathi (2013),
De Belder, Faust and Lampitelli (this volume), Molu (in preparation). For an extension to the treatment of
inflection, see Lowenstamm (2011).

6 This resource was put to systematic use by Guyton de Morveau et al. (1787).
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(91) Stress shift fails in DM

In order to make sure that repeated Head Movement will not totally bleed the
combined effects of Phase Impenetrability and Spell-out, actually rendering the
former vacuous with respect to the latter, Marvin (2003) proposes that Z continue
to be viewed as belonging to the domain of Y, even if it has undergone Head
Movement and left-adjoined to Y, as in (9b). This move is clearly unfortunate as it
now empties the intended combined effects of Head Movement and Phasal Spell-out
of any empirical content: Head Movement and Phasal Spell-out stand in an asyme-
trical relationship of potential bleeding whereby the former can potentially bleed the
latter. Either it bleeds it, in which case Bleeding is expected to obtain and Spell-out is
thwarted, or it doesn’t (Counterbleeding) and Spell-out can take place, but you can’t
have both Bleeding and the effects of Counterbleeding.8

While the next subsection establishes that Stress Shift stalls, it is shown in the
following subsection that the operation of Head Movement is an entirely orthogonal
issue.

11.2.2 Stress Shift stalls

Consider átom, atómic, atomícity where stress moves forward as affixes, first +ic,
then +ity, are added to atom. For the sake of completeness, two possible analyses of
atomicity will be considered, and it will be shown that, under either analysis, the
phasal scenario blocks the derivation of the correct output, viz. main stress on the
antepenult. The two analyses differ with respect to the <atomic> substring: under
one (10a), atomic is a denominal adjective; under the alternative (10b), atomic, this
time construed as a deradical adjective, directly results from the merger of √ATOM
with little a. Z in (10b) is a phase head merely brought in to provide context.

(10) a. b.nP Phase 3 ZP Phase 3

n aP Phase 2 Z nP Phase 2

ity
a nP Phase 1 n aP Phase 1

ic ity
n √ATOM √ATOMa

ø ic

Suppose, following Marvin (2003), that phase heads trigger the spell-out of their
complement. In that case, both in (10a) and (10b), the root will spell out. [ÁD@m]
will result, with initial stress frozen there, and no possibility of moving it forward at a

8 See Kenstowicz and Kisseberth (1977) for discussion of Bleeding.
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According to Lowenstamm (2014:235-236) both Marvin (2003)
and Embick’s (2010) approaches fail to account for stress shift in
atómicity :

further phase, hence *[ÁD@mĭkĭDĭ].9 Suppose alternatively, following Embick
(2010), that phase heads trigger the spell-out of their cyclic/phasal complement
only. (10a) and (10b) now produce distinct outputs, both ungrammatical. Since the
complement of Phase 1 in (10a) contains no cyclic/phasal material, spell-out only
takes place at phase 2, and stress is frozen on [ÁD@m] again. Again, *[ÁD@mĭkĭDĭ]
will ultimately result. Under the alternative view in (10b), spell-out is delayed until
Phase 2 for the same reason as in (10a). When it takes place, [@thómĭk] results, with
stress frozen on the penultimate syllable. This time, *[@thómĭkĭDĭ] is the outcome.
Both sets of outputs are summed up in (11).

(11) a. [aP a [nP n √ATOM]] b. [aP a √ATOM]
Marvin (2003) *[ÁD@mĭkĭDĭ] *[ÁD@mĭkĭDĭ]
Embick (2010) *[ÁD@mĭkĭDĭ] *[@thÓmĭkĭDĭ]

As the derivation of atomicity along the lines of what precedes increasingly looks like
a slip knot that binds closer the more it is drawn, I will attempt to loosen the noose by
shifting the perspective, thereby raising the stakes to some extent. That is, I will try to
understand why Stress Shift blocks by means of a comparative discussion of atomícity
with another staller, viz. atómicness. Head Movement will come out exculpated.

11.2.3 Head Movement is out of the loop

Here, I consider the derivations of atomícity and atómicness, and I show that,
paradoxically, each derivation requires a generalization to be true, which the other
requires to be false, viz. (12).

(12) i. Head Movement should be allowed to bleed spell-out.
ii. Head Movement should not be allowed to bleed spell-out.

Let us see how Head Movement might be invoked in order to rescue the derivation
of atomícity from an input such as (13).10

(13) aP Phase 3

a
{less}

aP Phase 2

n
{ity}

aP Phase 1

a
{ic}

√ATOM

9 For the sake of clarity, a discussion of the patterns of vowel reduction and velar softening (both of
which would only make the point even more dramatic), has been left out.

10 For easier identification of the various positions in the structure, the sites of eventual insertion of
vocabulary items have been filled in with the items themselves, the curly brackets denoting the anticipa-
tory nature of this mention.
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Two assumptions since SPE (Lowenstamm 2014:239-240):

The structure of complex words such as atomicity is similar to
this: [

N

ity [
Adj

ic [
N

atom ]]], that is the noun atomicity

contains the adjectif atomic, which contains the noun atom.

Di↵erential behavior of the two classes of a�xes: all theories
assume “that the manner of attachment or location of a�xes
are properties of the a�xes themselves: again, some attach
close; some don’t; some are cyclic; others are not, etc.”
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As Lowenstamm observes, DM approaches treat di↵erent a�xes (level 1 vs. level 2

a�xes) in the same way:

(92) Di↵erent a�xes, same structure in DM

11.2.4 Backing up a bit

Much of the work on English Stress Movement is informed by two assumptions,
most influentially propounded in Chomsky and Halle (1968) and subsequent ela-
borations.

First, the view that the structure of a complex word such as atomicity is as in (18),
or some version of (18), whereby the noun atomícity “contains” the adjective atomic,
and, perhaps, the adjective atomic “contains” the noun atom.11

(18) a. [N ity [Adj ic [N atom]]]

So with atómicness, represented in (19).

(19) [N ness [Adj ic [N atom]]]

The second assumption has to do with the proper treatment of the differential
behavior of the two classes of affixes that so strikingly pervade the accentual pattern
of the language, cf. Newman (1946). In pre-Phasal Spell-out theories, the differential
impact on stress of the various affixes is encoded in a variety of ways: by means of
different boundaries, by assigning affixes to different lexical strata, etc. But, to the
best of my knowledge, all authors assume that the manner of attachment or location
of affixes are properties of the affixes themselves: again, some attach close; some
don’t; some are cyclic; others are not, etc. For instance, consider adjectives such as
governmental, objectionable, leaderless, and representationary. While their makeup is
the same as regards the categories involved and their hierarchical arrangement, each
adjective represents a different configuration of cyclic and non-cyclic domains,
where the cyclic or non-cyclic character of a particular domain is directly linked
to the specific affix heading that domain.12 Here, Distributed Morphology MUST
make a different assumption. Indeed, in a framework endorsing Derivation by Phase
and Late Insertion, such richness of information as is packed in (20a) cannot be
available. For, by the time spell-out takes place, all four adjectives have exactly the
same structure, viz. (20b).

(20) a. [[[govern V] ment N] al Adj] b. [a [n [v √]]]
[[[object V] ion N] able Adj]
[[[lead V] er N] less Adj]
[[[represent V] ation N] ary Adj]

At the risk of belaboring the obvious: in pre-Phasal Spell-out theories, domains of
phonological interpretation (cycles) are projected from properties of affixes. In DM,

11 √&c theories do not necessarily endorse the second part of the conjunct here, but I leave it as such
for the sake of the argument.

12 The domain of cyclic affixes has been noted by large, boldface square brackets in (20a).
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In other words:

(93) “[I]n pre-Phasal Spell-out theories, domains of phonological interpretation

(cycles) are projected from properties of a�xes. In DM, in sharp contrast,

domains of phonological interpretation (phases) are defined in strictly

categorial fashion, and irrespective of what particular Vocabulary Item may

eventually ornate a given category.”
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(94) A�xes are roots

in sharp contrast, domains of phonological interpretation (phases) are defined in
strictly categorial fashion, and irrespective of what particular Vocabulary Item may
eventually ornate a given category.

Since discriminations of the kind illustrated in (20a) are undeniably crucial
(however they may be handled), the challenge to DM includes—to return to the
crucial data of the previous section—two facets, not just one: a) to be able to crank
out atomícity, at all; but also b) to find an alternative way of building into the
grammar a distinction such that both atomícity and atómicness be derived. In the
next section, I offer just such an alternative. As announced, it rests on a radical
elaboration of the divorce between category and ‘affix’.

11.3 An alternative

The alternative is (21).

(21) Affixes are roots.

Because atom, atomic, and atomicity have figured prominently in the previous
section, I begin the exposition of my proposal with the same data.

11.3.1 Affixes as roots: A first pass

For the sake of comparison, I represent my proposal for atomic in (22a,b), along with
the more classical take of mainstream √&c work in (22c).

(22) b. aP

√IC √ATOM

a √P

a.

√IC √ATOM

√P c. aP

a √ATOM

ic

In (22a), two roots √IC and √ATOM have merged, leading to the formation of a
complex root, √P. Further mergers must take place. For instance, the complex root
can merge with a category-defining head, say a, as in (22b), leading up to the
formation of an adjective, atomic. Alternatively, the complex root can merge with
another root, say √ITY, and the even more complex root in (23a) is formed. If that
root, in turn, merges with a category-defining head, n in (23b), a noun is formed,
atomicity.
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(95) Atomicity contains atomic, atomic contains atom
(23) a. √P

√ITY √P

√IC √ATOM

b. ZP Phase 2

√P

√P

Z nP Phase 1

√ITY

n

√IC √ATOM

It can readily be seen that no ingredient of the complex root will undergo spell-out
until merger with n. When spell-out takes place at Phase 1, the rules of English
phonology kick in, and apply cyclically on each root. All roots are cyclic domains,
though as we will soon see, it is a theorem of the system proposed in this chapter that
cyclic phonology, in any derivation, will be exclusively observable at the first phase,
and nowhere else.

Before I offer a more systematic and detailed presentation of root types and what
makes roots stick, in the next subsection, the reader may note what my proposal,
(24b), shares and does not share with the classic view (24a).

(24) a. classic view: [N ity [Adj ic [N atom]]]
b. proposal: [n[√ ity [√ ic [√ atom]]]]

The embedding in (24b) parallels that in (24a) minus the intermediate categorial
labels present in (24a). That is, I claim that the radical material of atomicity contains
the radical material of atomic, and that the radical material of atomic contains the
radical material of atom; not that the noun atomicity contains the adjective atomic,
or that the adjective atomic contains the noun atom. Just enough, in other words, to
capture lexical relatedness, no more. This appears to fit with an important observa-
tion of √&c inspired work, namely that configurations involving a local relationship
with the root are often assigned non-compositional meaning. The data in (25) shows
that non-compositionality is indeed rampant where +ic, +al, and +ity are involved.
This follows from my proposal, though not from (24a).

(25) atomic atomicity
composition compositional
globe global globality

final finality
mode modal modality
form formal formality
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The structure of atomicitylessness:

entirely compositional, as expected in view of the non-local relationship between the
two roots involved.13

As a preliminary summary, it can be noted that roots and categories are arranged
as in (37), the structure corresponding to, e.g., atomicitylessness.

(37) xP Phase 3

x √P

√P

√P

√P

√      
[u  xP]

√      
[u  xP]

√
[u   √]

√
[u   √]

xP Phase 2

x

xP Phase 1

x

√

…√…

The organization in (37) and its consequences for cyclicity will be returned to and
discussed specifically in the conclusion. For the time being, I only wish to draw
attention to the formal similarity between (37) and the results of Lexical Phonology.
In Lexical Phonology, Class 2 affixes are ordered outside of Level 1 affixes (as
a consequence of the ordering of the respective levels to which they pertain). In
(37), roots equipped with a [u xP] uninterpretable feature correspond to Level 2
affixes, roots equipped with a [u √] correspond to Level 1 affixes. They form blocks
ordered as in LP: first [u √] roots, then [u xP] roots. It might thus seem at this point
that my proposal has merely succeeded in reproducing the classic Level Ordering
segregation of Lexical Phonology. That is correct, but in part only. In the next

13 This captures the basic insights of Kaye (1995) with respect to the distinction he draws between
analytic and non-analytic domains.
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(96) a. Formal similarity between this structure and the results of Lexical

Phonology.

b. Level/Class 2 a�xes outside Level/Class 1 a�xes

c. In Lowenstamm’s model, a third type of a�xe is introduced: one

which selects for [uX] (see Lowenstamm 2014:250-255)
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(97) -ment is such a third type of a�xes:

and #able. In pre-√&c theories, this has the status of a paradox. In the next
subsection, I show how my proposal makes room for such an ambiguous mode of
attachment.

11.3.5 The third kind of root

One of the threads running through the proposals put forth so far has been that the
distinction between Level 1 and Level 2 affixes is not a raw fact to be captured by
stipulation. Rather, the distinction is entirely derivative from an independent phe-
nomenology, namely the selectional targets of bound roots: root selectors, e.g., √IC,
√ITY, √AL, etc., correspond to Level 1 affixes, while xP selectors, √NESS, √LESS,
√FUL, etc., correspond to Level 2 affixes.

A prediction ensues: if another type of selectional behavior than has been recog-
nized up to this point (selecting roots vs. selecting xP’s) can be identified, that third
type will motivate a principled tripartite nomenclature of bound roots. Hopefully, it
will shed some light on the interaction between affixes, presumably affording
insights not available under the excessively rigid, classic, two-pronged Level 1/
Level 2 (or cyclic/non-cyclic) distinction.

Such a third type indeed exists, the universal selector. It selects both roots and
xP’s. Accordingly, its uninterpretable feature is [u X] where X stands for an
underspecified complement (i.e., of either kind, √ or xP). -ment, -able, -ize are
examples of the universal selector. -able was discussed above, and it is clear how
Aronoff’s observations directly translate into a √&c framework. -ment, the topic of
the next section, is another example of a universal selector. That -ment selects both
roots and vP’s can be seen from the sample in (44). In (44), I have deliberately
restricted the range of examples to cases where the complement of ment can only
be a root, or a verb (the argumental apparatus contributed by the prefixes being the
guarantor of full-blown verbhood).

(44) √ vP
liga-ment an=nul-ment
monu-ment be=little-ment
medica-ment en=throne-ment
frag-ment dis=courage-ment
instru-ment ap=praise-ment
seg-ment de=fraud-ment
supple-ment en=force-ment

In the next section, I show how the intricate and apparently paradoxical selec-
tional restrictions controlling the distribution of -ment, are actually predicted by my
proposal.
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(98) Cyclic phonology is limited to Phase 1:

a. Roots are the domains of application of phonological rules.
b. Rules apply on the most deeply embedded root, then reapply on

the domain defined by the next adjacent higher root, and so
forth.
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The typology of a�xes as roots:

uninterpretable feature will cause it to be located, either in the radical core, above in
the layered zone, or in either place.16

(69) W [√ . . . X . . . [√ . . . Y . . . ]] Z

Stipulating which affixes are cyclic or non-cyclic can be dispensed with altogether.
Their behavior in this respect depends on their structural position, and their
structural position directly reflects their selectional behavior. Of course, this is
especially striking in the case of universal selectors which can appear anywhere.
For a synoptic view, the entire gamut of selectional patterns for English is summed
up in (70) along with corresponding positional examples in (71).17

(70) Feature Relationship to a root Involvement in cyclic
phonology

Example

[u√] always local always (71a)
[uxP] never local never (71b)
[uX] a) possibly local yes, in such case (71c)

b) possibly non-local no, in such case (71d)

(71) a. b. c. d.

√IC
[u √]

√ √NESS
[uxP]

a P

a √

√√MENT
[uX]

vP

v √

√MENT
[uX]

Appendix

In a much-quoted article, Fabb (1988) puts forth a number of generalizations about
English affixation. Most of Fabb’s generalizations are incompatible with the propo-
sals contained in this chapter, and they obviously deserve to be addressed more
extensively than is possible in the context of a brief appendix. One example only will
be discussed here in an attempt to sort out the issues involved.

16 Thanks to Victor Manfredi for pointing out to me the relevance of Giegerich’s important work
(Giegerich, 1999).

17 Affixes are reputed to be a closed class. While the class is not totally closed judging from the
numerous borrowings of derivational affixes from Romance and Slavic by languages such as English and
Yiddish respectively, it is true that borrowing and creation remain limited. In the context of the proposal
made in this chapter, a rationalization for the difference between open and closed classes is available: free
roots can be borrowed instantly, but bound roots are significantly more complex objects inasmuch as a
decision is required as to the associated uninterpretable feature they will necessarily carry, be it readily
borrowed from the source language or assigned by the borrowing language.
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We face the old, well-known probleme of class 1 vs. class 2 a�xes
in English (Newell 2016:1):

(99) a. The class-membership of a given a�x is a feature
that not only must be memorized, but is also a
morphological diacritic.

b. This diacritic is necessary i↵ there is no other relevant
distinction between the two groups of a�xes.
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Representational di↵erence between class 1 and class 2 a�xes:

	 2	

(1) a. -  C V  ‘-al’ (parental) 

      | |   

   ə l ø   

 b. - C V C V ‘-er’ (teacher) 

   | | | |  

   ø ə  ɹ ø  

 This analysis will be shown to offer a better account for the morpho-syntactic, 

phonological, and semantic patterns specific to the Level 1/Level 2 distinction than any 

analysis that that makes reference to morphological classes. 

 In §1 I will discuss a recent challenge to the morphological analysis of the Level 

1/Level 2 distinction that has been brought to light, focusing on the current problematic 

status of affix classes within a Distributed Morphology framework (Lowenstamm 2014). 

This section will take as given that cyclicity is a syntactically governed property, its 

effects apparent at PF and LF. The pertinent details of this theoretical assumption for the 

current discussion will be exposed, and problems with Lowenstamm’s reanalysis of the 

Level 1/Level 2 pattern will be highlighted. In §2 I will present the details of the current 

analysis, outlining how a purely phonological analysis of affix classes in English avoids 

the problems discussed in §1, and correctly predicts the pattern we see in ways that an 

analysis which depends on lexical diacritics does not. In this section it will be shown how 

extrametricality (Hayes 1982), floating vowels, and cycles of derivation triggered by all 

(not a subset of) category-defining morphemes conspire to give us the Level 1 vs. Level 2 

distinction. This section will also treat apparent consonant-initial Level 1 affixes, and 

To this representational di↵erence, Newell needs to use extrametricality in order
to account for lack of stress shift of Level 2 a�xes.
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Recall SPE analysis:

(100) a. parent+al �! English Main Stress Rule �! [paréntal]
b. govern#ment �! English Main Stress Rule �! [góvern]ment

(101) Standard DM analysis:

	 4	

affixed to the root parent, while in government there is a null verbalizing head between 

the root govern and the affix ment. Before such structures can be said to lead to the Level 

1/Level 2 distinction, DM needs an additional tool; a syntactic theory of cyclicity, such as 

one that includes phases (Chomsky 1999, 2008). A phase-based account of cyclicity 

holds that certain syntactic heads trigger the transfer of morpho-syntactic structure to the 

interpretive interfaces. The default assumption in such a framework is that these 

interpretation-triggers (phase heads) send the domain to be interpreted to both interfaces, 

LF and PF, simultaneously, as in the following derivations of (2a,b) in (3a,b).iv I follow 

the basic DM proposals that (i) roots are acatergorial, and (ii) derivational morphemes 

(the heads of vP, aP, nP) are phase heads. 

(3) a.  aP   b.  aP 
          2                   2 
   �                 a                    vP              a 
                     parent               al                           2         ment 
                 �                v  
                    govern              ø 
 
 Phase heads and their behaviour have been subject to much debate, and the 

current state of affairs regarding the status of phase heads in the derivational domain is as 

follows (the inflectional domain (v(oice)P, CP, DP) will not be treated in this article). 

The root and the first phase head that combines with it (along with possibly other non-

phasal material not considered in this article, but see Embick (2010)) are interpreted 

together. Various research programs have all converged on the proposal that first-phase 

heads are spelled out with their complements, contra the initial proposal of Nissenbaum 

(2000), and Chomsky (2001b) that all phase heads send their complements to PF and LF. 

Marantz (2013 and previous work), Marvin (2002), and Arad (2003) demonstrate that 
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Newell’s analysis

Newell reviews Lowenstamm’s (2014) analysis, which we have just
discussed, and concludes the section: “Lowenstamm (2014), like
all previous analyses of Level 1/Level 2 distinctions, proposes that
di↵erent subsets of the class of derivational a�xes are lexically
specified to be inside or outside of a phonological domain. This
type of proposal is argued below to miss a certain generalization
that demonstrates that this cannot be the case, and that allows for
a cleaner analysis of ‘lexical’ classes.” (Newell 2016:12)
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Newell’s analysis

Sequence of Level 2 a�xes causes the emergence of multiple domains (Newell

2016:19-20):

(102) Governmentless

	 19	

determined	at	the	first	phase	be	impacted.	If	the	output	of	the	second	phase	does	

not	interact	(ex.	through	syllabification)	with	the	output	of	the	first	phase,	the	

structural	output	of	the	first	phase	will	persist.	It	is	here	where	we	see	the	effects	

that	led	to	Kaye’s	(1995)	formulation	of	Strict	Cyclicity,	or	Chomsky’s	((2001)	and	

subsequent)	formulation	of	the	Phase	Impenetrability	Condition.	Elements	inside	a	

previously	interpreted	domain	will,	unless	forced	by	a	specific	phonological	

requirement,	not	be	altered	on	a	subsequent	cycle.	This,	I	argue	here,	is	not	due	to	

and	‘condition’	on	derivations.	This	is	due	to	a,	here	phonological,	inertia	that	has	

been	previously	noted	by	McCarthy	(1988).	To	paraphrase	the	latter,	if	the	

environment	for	the	application	of	a	phonological	rule	is	met,	then	the	rule	will	

apply.	In	the	above	derivation	there	is	no	motivation	for	resyllabification	and	no	

violation	of	the	Peripherality	Condition,	so	no	relevant	alterations	will	be	made.	We	

will	see	how	the	account	of	Level	1	affixes	here	brings	to	light	how	some	affixes	will	

force	a	violation	of	the	Peripherality	Condition	that	affects	stress	placement	in	§2.2.	

First	through,	we	will	finish	this	section	with	a	demonstration	of	how	a	sequence	of	

Level	2	affixes	causes	the	emergence	of	multiple	domains,	which	may	each	contain	

extrametrical	elements.	This	in	turn	leads	to	a	phonological	output	structure	that	

could	not	result	in	the	shift	of	stress	to	the	right.	Consider	the	derivation	of	

governmentless	below.	

(31)	 a.	 [[govern]√	ø	]v		→	(gʌ́vɚ)<n>	

	 b.	 [[[govern]√	ø	]v	ment]n	→	(gʌ́vɚ)<n><mɛnt>	

	 c.	 [[[govern]√	ø	]v	ment]n		less]a	→	(gʌ́vɚ)<n><mɛnt><lɛs>	

(103) The C-initial a�xes have no motivation to be syllabified with the previous

domain (see also Ra↵elsiefen 1999):

	 20	

The	CVCV	structure	of	(31c)	is	the	following	(32).	Note	that,	as	noted	in	Raffelsiefen	

(1999),	the	C-initial	affixes	have	no	motivation	to	be	syllabified	with	the	previous	

domain	(domains	below	are	indicated	by	dashes,	extrametrical	elements	are	

bolded).xvii		As	no	nuclear	elements	outside	of	the	first	domain	are	visible	to	the	

footing	or	stress	algorithms,	the	environment	for	stress	shift	is	not	met.	

(32)	 	 C	 V	 C	 V	 C	 V	 C	 V	 -	 C	 V	 C	 V	 C	 V	 -	 C	 V	 C	 V	 	 	 	

	 	 |	 |	 |	 |	 |	 |	 |	 |	 	 |	 |	 |	 |	 |	 |	 	 |	 |	 |	 |	 	 	 	

	 	 g	 ʌ	 v	 ə	 ɹ	 ø	 n	 ø	 	 m	 ɛ	 n	 ø	 t	 ø	 	 l	 ə	 s	 ø	 	 	 	

	 This	account	of	the	lack	of	stress	shift	upon	affixation	of	Level	2	affixes	

crucially	does	not	reference	any	lexical	diacritic	specific	to	this	class	of	morphemes.	

What	we	see	here	is	the	default	case,	as	predicted	within	a	DM+Phase	analysis	of	

phonology.	That	(most)	affixes	are	equipped	with	final	extrametrical	syllables	is	the	

only	lexical	specification	we	need	to	account	for	this	pattern,	a	specification	that	is	

necessary	independently	of	the	Level	1/Level	2	debate.  

2.2 So-called Level 1 affixes all begin with floating vowels 

The above sets the stage for the current analysis of Level 1 affixes. The question is, if 

morpho-lexical diacritics are undesirable, and definitely unnecessary to account for the 

behaviour of Level 2 affixes, can we do away with them in an account Level 1 affixes as 

well? As previewed in the introduction, the answer is yes. It is proposed here that all 

Level 1 affixes begin with floating vowels. Note that all Level 1 affixes begin with a 

vowel.xviii  

 

(Extrametrical elements are bolded.)
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Newell’s analysis

So-called Level 1 a�xes all begin with floating vowels.

(104) Parental

	 22	

 (35)		 [[parent]√	ø	]n]	al]a	~ [[parent]√	al]a	

 

 

 

 

What (35) depicts is that, like in the case of liaison, a stray segment will associate to an 

available position, even across a cyclic domain. In the case of liaison this entails 

association across a word boundary (34). Here, in the case of Level 1 affixes, it is across 

a word-internal phase boundary (35). Now, as noted above, the phonology of Level 1 

affixes will mask any null category-defining heads that intercede between them and a 

root, as their floating vowel will associate to the final empty V regardless of whether a 

phase boundary intervenes. What this gives us, is that a Level 1 affix attached outside a 

Level 2 (or another Level 1) affix will also have the effect of masking the phonological 

boundary between the two. In the first and second phases of the derivation of a word like 

governmental, the Level 2 affix -ment will not incorporate into the phonological domain 

of govern as it contains no floating segments. The extrametricality of -ment explains the 

lack of stress-shift (36a). Upon interpretation of the third phase, containing -al, the 

floating vowel of this affix will force the merger of the phonological domains of -ment 

and -al. The domain of govern remains unaffected (36b). 

 

 

 

C	 V	 C	 V	 C	 V	 C	 V	 -	 	 C	 V	

|	 |	 |	 |	 |	 |	 |	 	 	 	 |	 |	

p	 ə	 ɹ	 ɛ	 n	 ø	 t	 	 	 ə	 l	 ø	

Floatingness and empty position come for free within CVCV phonology!

Note that “only when a phonological element from outside the phase is merged
inside the phonological domain of the first phase will the extrametricality
determined at the first phase be impacted.” (Newell 2016:18-19)
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(105) Governmental

	 23	

(36) [[[[govern]√	ø	]v	ment	]n]	al]a	

			 a.	 C	 V	 C	 V	 C	 V	 C	 V	 -	 C	 V	 C	 V	 C	 V	 	 	 	

	 	 |	 |	 |	 |	 |	 |	 |	 |	 	 |	 |	 |	 |	 |	 |	 	 	 	

	 	 g	 ʌ	 v	 ə	 ɹ	 ø	 n	 ø	 	 m	 ɛ	 n	 ø	 t	 ø	 	 	 	

	 b.	 C	 V	 C	 V	 C	 V	 C	 V	 -	 C	 V	 C	 V	 C	 V	 	 	 C	 V	

	 	 |	 |	 |	 |	 |	 |	 |	 |	 	 |	 |	 |	 |	 |	 	 	 	 |	 |	

	 	 g	 ʌ	 v	 ə	 ɹ	 ø	 n	 ø	 	 m	 ɛ	 n	 ø	 t	 	 	 ə	 l	 ø	

 What is crucial here for the stress algorithm of English is that upon association of 

the vowel of -al with the final empty vocalic position associated with -ment, the latter is 

no longer final within its domain according to the Revised Peripherality Condition 

(indicated with a lack of bolding in (36b)). The two affixes have been merged 

phonologically, and therefore it is only the final syllable of this merged domain, namely -

[təl], that can be marked as extrametrical. Now the bi-syllabic [mɛnø], as it is no longer 

extrametrical, must be footed. It constitutes, therefore, the rightmost foot in the word, and 

the MSR reapplies to reflect this fact, as the environment for the application of this rule 

has been modified. It is also the case that the position of stress on the inner domain will 

be preserved, and will receive a secondary stress, as nothing has altered the metrical 

structure of the inner domain. The final consonants of govern remain extrametrical, and 

the sequence [ɹnm], phonotactically banned morpheme internally, remains unrepaired, as 

the [m] never sits within the phonological domain to its left.  

 The analysis above does away with the need for lexical specification of 

morpheme classes altogether. Independently motivated phonological structures, 

(106) a. Upon association of the vowel of -al with the final empty vocalic

position associated with -ment, the latter is no longer final within its

domain according to the Revised Peripherality Condition.

b. The two a�xes have been merged phonologically.

c. The syllable -men- is not longer extrametrical, thus must be footed

and receives stress according to MSR.
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Newell’s analysis

(107) Documentary vs. documentarian

	 26	

/ɔlədʒij/, -ography /ɔgrəfij/, -ee /i:j/, ify /ɪfɑj/), and therefore all contain a final empty 

nucleus that may house the floating vowel of a Level 1 affix. Such a derivation occurs 

phase-by-phase as follows. 

  

 

� 

 

The stress-attracting nature of the Level 1 affix (documéntary/documentárian) is 

explained exactly as in §2.2. Incorporation of the floating vowel merges the domains of 

the output of the two phases, allowing for the visibility of the previously extrametrical 

segments to the metrical structure. 

 The rare cases where we might propose that a short vowel does precede a Level 1 

affix offer evidence for the epenthesis account, where hiatus is resolved on the segmental 

tier, above. Words like algebraic and moraic (Bermudéz-Otero, pc.) cannot be accounted 

for by proposing an underlying glide in the representation of the root. In these cases the 

floating vowel will probe (ó in (40)) into the inner domain, searching for an empty V 

position. In doing so, the final vowel of the first phasal domain will become visible, and 

hiatus resolution will trigger the insertion of a CV unit. As the features of the final a 

cannot determine the features of an epenthetic glide, the glide will share features with the 

(39) [[[document]√	ary]v	an	]n	

 a. C V C V C V C V C V C V C V C V 

    | | | | | | | | | | | | | | | | 

  d ɔ k ø j u m ə n ø t ə ɹ i j ø 

 b. C V C V C V C V C V C V C V C V  C V 

    | | | | | | | | | | | | | | |   | | 

  d ɔ k ø j u m ə n ø t ɛ ɹ i j  ə n ø 

Newell’s analysis does away with the longstanding idea that there
are lexical levels in English.
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Newell’s analysis and previous accounts

Newell claims hers and Lowenstamm’s accounts are absolutist, that is accounts
where the Level 1/Level 2 distinction is not morphological or lexical.

Logical possibilities:

(108) a. No a�x triggers a morphosyntactic or phonological cycle =
Lowenstamm (2014)

b. All a�xes trigger a cycle = Newell (2016)
c. Only Level 1 a�xes are cyclic, as promoted by a theory such as

Halle & Vergnaud (1987) (Which we did not discuss)
d. Only Level 2 a�xes are cyclic, as in Kaye (1995).
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Faust (2014)
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Faust (2014)
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Faust (2014)

The representation of the feminine su�x -a /at/ (Faust 2014:319)
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Faust (2014)

Modern Hebrew has an initial CV in the representation of its words:
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Faust (2014)

Gaps in the appearance of -t: when it appears, [t] docks onto the
initial CV of the following word if this is a N:

[t] is blocked before Adjectives:
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Faust (2014)

The di↵erence in behaviour must be found in cyclicity, as usual:
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Faust (2014)

Faust brings additional evidence in favour of the distinction
between N+N and N+Adj:
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Faust (2014)

Syntactic di↵erences between the Construct State and N+Adj
sequences:
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Faust (2014)

(109) ‘Why is the access to a following initial CV blocked in
N+Adj?’

Faust (2014:330) claims that “[t]he answer is that the feminine
su�x is never in the same phase as the following adjective, and
therefore may not interact phonologically with it. The phenomenon
thus constitutes a phonological equivalent to the Phase
Impenetrability Condition (Chomsky, 2001), by which the material
in one phase is not accessible to further operations.”
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